Excitation energies in $^{33}$Cl via $^{32}$S($p,\gamma$)
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We populated states in $^{33}$Cl that are useful for an accurate calibration of the $\beta$-delayed proton spectrum from $^{33}$Ar using $^{32}$S($p,\gamma$) resonances and obtained precise values for excitation energies by measuring the energies of the de-excitation gamma rays. In addition, we obtained an upper limit of 0.3 keV on the width of the second excited $J^e=3/2^+$ state in $^{33}$Cl, which removes an apparent discrepancy with the width observed in $^{33}$Ar decay. Our results may play an important role in determining the $e^-\gamma$ correlation from $^{32}$Ar $\beta$ decay.
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I. INTRODUCTION

The energy calibration of the $\beta$-delayed proton spectrum from $^{33}$Ar is based on the excitation energies in $^{33}$Cl determined from $^{32}$S($p,\gamma$). This energy calibration is used to determine the energies of $\beta$-delayed proton groups from $^{31}$Ar and $^{32}$Ar as well because $^{33}$Ar can be produced with larger intensities and, at on-line radioactive-beam facilities, it is simple to switch from one mass to the next. The energy calibration of the delayed-proton spectrum is important in determining the $e^-\gamma$ correlation from $^{32}$Ar $\beta$ decay.[1]

This paper primarily reports a precision measurement of the energies of states in $^{33}$Cl that play an important role in the energy calibration of the protons from $^{33}$Ar. The states were populated via $p+^{32}$S resonances and the corresponding $\gamma$ transitions were observed using a 50% HPGe detector. In addition, prior to this work, there were indications that the width of the $(p,\gamma)$ resonance of the $E_x \approx 3971$ keV state was larger than that observed from its corresponding $\beta$-delayed proton group. The width of the resonance was reported as $\Gamma = 5 \pm 3$ keV [2] whereas the observed width for the state in the decay of $^{33}$Ar was $\Gamma < 2$ keV [3] and $\Gamma < 0.2$ keV [4]. The importance of this state for the energy calibration motivated us to measure the excitation function around this particular resonance ($E_p \approx 1748$ keV) and to determine the width of the state. As a byproduct of this work we obtained the relative $\gamma$ branches from the state at $E_x \approx 3971$ keV, which we found to be in significant disagreement with the results of Ref. [2].

II. EXPERIMENTAL PROCEDURE

We initially produced two Ag$_2$S targets by heating S next to a heated Ag backing, using the procedure described in Ref. [5]. One of the targets was $\approx 2$ mg/cm$^2$ and the other $\approx 0.13$ mg/cm$^2$. These targets were satisfactory for $\gamma$-ray energy measurements. To measure excitation functions, we made an additional target by evaporating $\approx 200$ A of Sm$_2$S$_3$ on a $\approx 300$ $\mu$g/cm$^2$ thick Au foil using an electron beam. The energy loss for the protons in this target was $\leq 1$ keV at $E_p = 1748$ keV.

For the $\gamma$-ray energy measurement the targets were mounted on a movable target ladder in a vacuum chamber that allowed for direct water cooling on the backings. For the measurement of the width of the state at $E_x = 3971$ keV, the Sm$_2$S$_3$ target was mounted on the front of the target ladder such that most of the beam passed through the Au foil and deposited itself on a water-cooled, 0.5-mm-thick Au backing. This minimized local heating of the target to avoid tails in the excitation function from diffusion. The experiment was performed using the University of Washington FN tandem accelerator operating as a single-ended machine with the ion source at the terminal. The $\approx 3\mu$A proton beam was bombarded on the target of interest after being tuned through the $90^\circ$ analyzing magnet with the object and image horizontal slits at $\approx 0.8$ mm. The spread in the beam profile was calculated to be $\approx 1.8$ keV for such slit settings. $\gamma$ rays were registered using a 50%-efficient, high-purity Ge detector positioned at $0^\circ$ to the beam. This gave the least sensitivity to target-ladder-detector misalignments. Figure 1 shows the experimental setup.

III. DATA ANALYSIS

Peak centroids and areas were extracted by fitting the data with an analytical function that is the convolution of a Gaussian with two low-energy exponential tails plus a delta function and a flat background. The line-shape function is of the form

$$L(E; E') = \sum_{i=1}^{2} \frac{\alpha_i}{2\lambda_i} \text{exp} \left[\frac{(E - E')}{\lambda_i} + \frac{1}{2} \left( \frac{\sigma}{\lambda_i} \right)^2 \right] \times \text{erfc} \left[ \frac{1}{\sqrt{2}} \left( \frac{(E - E')}{\sigma} + \frac{\sigma}{\lambda_i} \right) \right] + G(E; E'),$$

(1)

where $E$ and $E'$ are the nominal and observed energies, respectively, $G(E; E')$ is a Gaussian normalized to unit area, $\sigma$ is the Gaussian width, $\lambda_i$ is a decay length, and $\alpha_i$ is the relative area of the tail with respect to the pure Gaussian. With the appropriate normalization, the fitting function then takes the form

$$F(E; E') = \frac{A}{1 + \alpha_1 + \alpha_2} L(E; E') + B,$$

(2)

where $A$ is the area parameter and $B$ is the background parameter. Peak centroids and areas were obtained by varying...
the various parameters and minimizing the $\chi^2$ using the method of maximum likelihood. The formalism is explained in greater detail in Ref. [6].

IV. RESULTS

A. Systematic effects

The systematic uncertainties that affect the determination of $\gamma$-ray energies in this measurement are similar to those described in Ref. [6]. They were corrected for and avoided in a similar manner. The uncertainties are dominated by uncertainties in the response function, the detector solid angle, and possible misalignments.

B. Excitation energies in $^{33}$Cl

To obtain the $^{33}$Cl excitation energies of interest we made three independent measurements at different times. In the first measurement the thicker Ag$_2$S target was used and the $\gamma$ rays were registered using the Ge detector placed 11.2 cm from the target, at 0°. The energy calibration was done using a $^{56}$Co source that provided calibrations up to 3.5 MeV. In the second measurement, the thinner Ag$_2$S target was used with the Ge detector positioned at 14.5 cm from the target. The energy calibration lines were obtained from both $^{56}$Co and $^{27}$Al($p, \gamma$) lines [6]. In the third measurement we concentrated only on the $E_x \approx 5548$ keV resonance, obtaining the excitation energy using the $\approx 200$ Å-thick target and a $^{56}$Co source, with the target-detector distance set at 9.6 cm. Measurements from all sets were in good agreement within uncertainties. Figure 2 shows the residuals from a linear fit that was used to obtain the energy calibration for the second set of the aforementioned data. The observed $\gamma$ energies were corrected for Doppler shifts using Monte Carlo simulations, as described in Ref. [6].

Table I compares our results to previous work. Our results are in agreement with previous measurements, with improved precision.

We populated the lowest $T = 3/2$ state at $E_x \approx 5.5$ MeV with the proton beam at $E_p \approx 3.4$ MeV. We observed peaks in our $\gamma$ spectrum corresponding to two decay modes. As shown in Fig. 3, one is a prominent peak that corresponds to the transition to the first excited ($E_x \approx 811$ keV) state; the other smaller peak corresponds to direct de-excitation to the ground state. This is to be expected based on the decays of the isobaric analog state in the mirror $^{33}$S nucleus. Table II shows the residuals from a linear fit that was used to obtain the energy calibration for the second set of the aforementioned data. The observed $\gamma$ energies were corrected for Doppler shifts using Monte Carlo simulations, as described in Ref. [6].

Table I compares our results to previous work. Our results are in agreement with previous measurements, with improved precision.

We populated the lowest $T = 3/2$ state at $E_x \approx 5.5$ MeV with the proton beam at $E_p \approx 3.4$ MeV. We observed peaks in our $\gamma$ spectrum corresponding to two decay modes. As shown in Fig. 3, one is a prominent peak that corresponds to the transition to the first excited ($E_x \approx 811$ keV) state; the other smaller peak corresponds to direct de-excitation to the ground state. This is to be expected based on the decays of the isobaric analog state in the mirror $^{33}$S nucleus. Table II compares our results to previous work. Our results are in agreement with previous measurements, with improved precision.

![FIG. 3. (Color online) $\gamma$ spectrum from $^{32}$Si($p, \gamma$) taken at $E_p \approx 3.4$ MeV. The lower energy lines correspond to inelastic scattering plus the $^{56}$Co calibration source. The insets show the $\gamma$'s corresponding to transitions from the $E_x = 5548$ keV ($T = 3/2$) state in $^{33}$Cl and their corresponding fits.](image-url)
We then obtained the rest of the excitation function data given that the model is correct. Ref. [7] that showed the energy of the lowest energy is in good agreement with the recent determination of eBlaum dUsing unless noted otherwise, ground-state masses are from Ref. [12].

shows the good agreement between relative branches from the isobaric analog states of the two mirror nuclei, confirming our identification of the γ-ray peaks. Our value for the excitation energy of the lowest T = 3/2 state in 33Cl to be ≈5 keV higher than that determined in Ref. [9]. We tested the isobaric multiplet mass equation (IMME) [10,11] for the A = 33, T = 3/2 quartet using our measured value for the excitation energy of the lowest T = 3/2 state in 33Cl. Table III shows the best available results for the masses and the corresponding IMME fit. We find excellent agreement with the IMME prediction, with Q(χ^2, ν) = 0.73.

### C. Width of the Eγ = 3971 keV state

The width of the Eγ = 3971 keV state was obtained by varying the proton energy in steps of ≈0.5 keV and measuring the γ yield. We obtained the centroid and the (γ-d detector response) width of the γ peak by fitting it on resonance. We then obtained the rest of the excitation function data by minimizing the χ^2 and assuming a fixed line shape, allowing only the area and the background to vary. Figure 4 shows the excitation function around the Eγ = 3971 keV resonance. For comparison, we also show the excitation function around the Eγ = 3979 keV resonance, which has a narrow width [2]. We fitted the yields for the 3971- and 3979-keV resonances separately, by assuming a common function to describe the combined effects of beam-energy resolution and target nonuniformities. This function was the same as the one described by Eq. (1). The resonances were assumed to arise from the interference of a Breit-Wigner resonance and a constant nonresonant background. The data were fitted by allowing the Breit-Wigner parameters and the nonresonant background to vary. The resulting fits are shown in Fig. 4. The fits indicate that both these states have Γ ≲ 0.3 keV.

### D. Relative γ branches from the Eγ = 3971 keV state

To determine the relative γ branches, we obtained relative γ-ray detection efficiencies using a PENELOPE Monte Carlo simulation [14]. Simulations were done in the range 810 ≲ Eγ ≲ 4175 keV in steps of 25 keV and then fitted to a polynomial,

$$\ln \epsilon_i(E_\gamma) = \sum_{j=0}^{3} a_j (\ln E_\gamma)^j,$$

(3)

to obtain a relative efficiency curve. Furthermore, we replaced the 32S target with a 56Co calibration source to experimentally obtain the relative efficiencies. Figure 5 shows the excellent agreement between the calibration points and the model based
TABLE IV. Relative $\gamma$ branches (in percentage) from the $E_x = 3971$ keV state. Excitation energies are in MeV.

<table>
<thead>
<tr>
<th>Final state</th>
<th>$^{33}$S Ref. [13]</th>
<th>$^{33}$Cl Ref. [2]</th>
<th>This work$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J^\pi$</td>
<td>$E_x$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$3/2^+$</td>
<td>0</td>
<td>61(3)</td>
<td>31(4)</td>
</tr>
<tr>
<td>$1/2^+$</td>
<td>0.8</td>
<td>16(2)</td>
<td>40(4)</td>
</tr>
<tr>
<td>$5/2^+$</td>
<td>2.0</td>
<td>12(2)</td>
<td>16(3)</td>
</tr>
<tr>
<td>$3/2^+$</td>
<td>2.3</td>
<td>5(3)</td>
<td>5(2)</td>
</tr>
<tr>
<td>$5/2^+$</td>
<td>2.8</td>
<td>6(1)</td>
<td>8(1)</td>
</tr>
</tbody>
</table>

$^a$We assumed a $5\%$ uncertainty in the ratio of $\gamma$ detection efficiencies.

on the simulated efficiencies. Table IV shows the relative $\gamma$ branches from the $E_x = 3971$ keV state and compares our results to previous work. We find significant disagreement with the results of Ref. [2]. Our result for the branch to the ground state is $\approx 3\sigma$ smaller than the corresponding branch measured from the isobaric analog state in $^{33}$S.

V. CONCLUSIONS

We made precision measurements of excitation energies of states in $^{33}$Cl that are important for calibrating the $\beta$-delayed proton groups from $^{33}$Ar. This is important in determining the $e^+-\nu$ correlation from $^{32}$Ar. In addition, we deduced an upper limit of 0.3 keV on the width of one of these states ($E_x = 3971$ keV) and solved an apparent discrepancy from previous measurements. We also determined the relative $\gamma$ branches from the 3971-keV state that significantly disagree with the previously measured values.
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