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1. Motivation

The literature on endogenous growth has made substantial progress in the past 15 years. In spite of these advances, however, there remains much to be learned about the determinants of long-run productivity growth. State-of-the-art models (Aghion and Howitt, 1998, Chapter 12; Dinopoulos and Thompson, 1998; Jones, 1995; Kortum, 1997; Peretto, 1998; Segerstrom, 1998; Young, 1998) predict a positive relationship between the growth rate of productivity and the share of research & development (R&D) in GDP. However, this prediction does not seem to be true for aggregate data in the United States (US) during the post-war period. Fig. 1 illustrates the smoothed growth rate of productivity as well as the evolution of the share of private R&D in GDP as measured by the National Science Foundation (NSF). No clear relationship seems to exist between the two variables.\textsuperscript{1} At the sector level, Jones and Williams (1998) also find no significant
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\textsuperscript{1} The lack of relationship between R&D and growth is robust to allowing for lags in the effect of R&D on growth. Examination of TFP growth or output growth results in similar conclusions. In addition, the upward trend in R&D also holds for the share of scientists and engineers in employment and for
relationship between R&D intensity and TFP growth in the US once sector-level fixed effects are introduced. At the firm level, however, Griliches (1980, 1986) and Griliches and Mairesse (1984) have examined the effect of these same measures of R&D intensity on productivity and TFP growth and have observed a strong positive association even after including firm-level fixed effects.

This paper builds an endogenous growth model that provides an explanation for the varying relationship between R&D and productivity growth at different aggregation levels. The key feature of our model is that, in addition to the standard R&D innovations modelled in Romer (1990) and Aghion and Howitt (1992), it introduces a different type of innovation that we call general innovations (GIs). Like the standard R&D innovations, general innovations are also non-rival. However, two important properties differentiate GIs from R&D innovations. First, a firm that develops a general innovation cannot appropriate the benefits other firms enjoy when they adopt it. This is the case because general innovations—such as managerial and organizational innovations, improved process controls, product development, testing practices and pre-production planning, new personnel and accounting practices, financial innovations, the use of electricity as the source of energy in a plant, etc.—are not embodied in a product and therefore are hard to patent and relatively easy to reverse-engineer. As a result, (i) the inventor of a GI cannot sell it to other firms and (ii) he only benefits from it because the efficiency of production of his firm improves by using the new GI.

A second important property of GIs is that, as illustrated by the examples above, they provide solutions to problems that affect firms in most sectors. Hence, their development improves the productivity of many firms across many different sectors. This contrasts with the productivity improvements associated with new R&D innovations, which are, for the most part, confined to a specific sector.

These two properties of GIs, generality and limited appropriability, have interesting implications. First, a firm’s incentives to develop a GI depend on the value of the productivity gain from implementing the innovation at the firm. These productivity gains are more valuable in larger (i.e. leading) firms. As a result, general innovations are typically developed by leading firms.

In equilibrium, there is a negative relationship between resources spent on R&D and resources spent on the development of general innovations. Since (1) R&D leads to turnover in market leaders and to a decline in the value of leading firms and (2) the private return to a GI increases in the value of the firm, a force that leads the economy to invest more in R&D (such as a R&D subsidy) induces a decline in the rate of development of GIs.

---

Footnote continued:

total R&D expenses in the US and in the OECD. When public R&D expenditures are included into the R&D series, the increase in R&D intensity during the post-war period prevails, although it is more abrupt. The overall contribution of public R&D to growth has been quite small (Griliches, 1987).

2 See Table 1 for a longer, albeit incomplete, list of general innovations. For a description of the innovations, see Appendix 2.

3 Hellwig and Irmen (2001) and Boldrin and Levine (2000) have also highlighted the importance of innovations that are not patentable. The innovations that they model, however, differ from our GIs in that they are embodied and innovators accrue revenues from the sale of goods that embody the innovation, as is the case in standard endogenous growth models.
This trade off between R&D and GIs accounts for the trends observed in productivity growth at the aggregate level. Productivity growth increases with the development of both R&D and general innovations. However, since an increase in R&D intensity leads to a decline in the arrival rate of general innovations, the actual relationship between R&D and productivity growth is ambiguous.
Firm-level growth also depends on the growth of aggregate demand but, more importantly, on the change in the firm’s market share. GIs affect all firms in a relatively symmetric way, therefore they do not have significant effects on market shares. R&D investments, instead, lead firms to develop new products that replace the current leading products, resulting in significant changes in relative demand and market shares. As a result, firms that engage more intensively in R&D investments are more likely to obtain the capital gains associated with becoming the market leader. This explains the positive association found by Griliches (1984) and Griliches and Mairesse (1984) between R&D investments and growth at the firm level.

One limitation of this theory is that, unlike R&D, there is no time series for the investments in GIs, and therefore, we cannot test the details of the mechanisms directly. Fortunately, since both R&D and GIs arrive randomly over time, our model also has implications for the evolution of the volatility of productivity growth at the firm and aggregate levels. This wealth of predictions can help us test the model.

Specifically, R&D innovations lead to substantial firm-level volatility since incumbents incur losses while entrants enjoy capital gains. An increase in R&D intensity leads to turnover in the market leader and increases firm-level volatility. However, since R&D innovations are to a large extent sector specific, they have only a minor effect on aggregate volatility. Aggregate volatility is primarily affected by the arrival rate of general innovations because these determine the co-movement of growth across sectors by causing simultaneous fluctuations. Hence, a decline in investments in the development of GIs leads to a decline in aggregate volatility.

Consistent with these predictions, McConnell and Perez-Quiros (2000) and Stock and Watson (2003) have shown that the volatility of aggregate variables such as output, hours worked and labor productivity growth has declined during the post-war period. At the same time, the volatility of these same variables in publicly traded firms has doubled during the post-war period, as found by Comin and Mulani (2004), Comin and Philippon (2005) and this paper.4

In Section 3, we provide further empirical evidence consistent with the forces and mechanisms emphasized by the model. First, we document an increase in the subsidies to R&D innovations over the post-war period. Second, we provide cross-country evidence that R&D subsidies do not lead to faster growth but lead to lower aggregate volatility. Third, we show that market turnover and firm volatility have increased by more in sectors where R&D intensity has increased by more. Fourth, we establish that there has been a substantial decline in the correlation of productivity growth across sectors, also during the post-war period. As shown by Comin and Philippon (2005), this decline is responsible for a majority of the decline in aggregate volatility. Fifth, this paper establishes that R&D is negatively associated with aggregate volatility by showing that sectors that experienced greater increases in R&D also experienced greater declines in the correlation between their own growth and the rest of the economy’s. Thus, the increase in R&D leads to lower aggregate volatility.

While there must be other forces that have contributed to the trends in the volatility of listed firms and, especially, in aggregate volatility,5 the mechanisms emphasized in our model are quantitatively significant. A calibration of the model shows that it can account for (i) the lack of an aggregate relationship between R&D and productivity growth, (ii) 75 percent of the increase in the firm volatility of listed firms and, (iii) over 40 percent of the decline in aggregate volatility.

The rest of the paper is organized as follows. Section 2 presents the formal model and undertakes the comparative statics exercises. Section 3 discusses and evaluates predictions of the model in both qualitative and quantitative terms. Section 4 concludes.

2. Model

The following describes an endogenous technological change model that delivers endogenous growth and endogenous volatility at the aggregate and firm level. To maximize the clarity of exposition, we present the basic trade off between R&D and general innovations in the context of a one-sector model. We then extend this basic framework to a multisector economy to understand the determinants of the co-movement of growth across sectors, which is essential for the evolution of aggregate volatility.

2.1. Basic set up

Preferences: The representative consumer enjoys a utility flow that is linear on the units of final output consumed, \( c_t \). The present discounted value of utility is represented as:

\[
U = \int_0^\infty c_t e^{-rt} \, dt
\]

where \( r \) denotes the instantaneous discount rate.6 Consumers inelastically supply a mass of \( L \) units of labor. They also pay some lump sum of taxes, \( T_t \).

---

4 Recent work by Davis et al. (2006) has shown that non-publicly traded companies have experienced a decline in their volatility since the mid-1970s. This fact provides important information about the sources of firm volatility and in Section 3.3 we discuss how it is consistent with our model.

5 We discuss some of these complementary explanations in Sections 3.3 and 3.4.

6 As in many other endogenous growth models, it is trivial to replace the linear utility function by a concave one. In this case, the Euler equation pins down the equilibrium interest rate of the economy. (Note that in equilibrium, the expected growth rate of consumption is the same as the expected growth rate of output.)
Production: We initially assume the economy is comprised of one sector that competitively produces $y_i$, units of output with price $p_i$. Output is produced by combining $m + 1$ intermediate goods, where $m$ is a constant. Each intermediate good is produced by one and only one producer. Intermediate goods can be of two types. The good with highest quality, $q$, is the leading intermediate good. Consumers perceive this as a differentiated intermediate good because of its superior technical properties. The rest of the producers cannot compete with the leading intermediate good and must produce standard, undifferentiated intermediate goods.

Let $x^l_i$ denote the number of units of the leading intermediate good employed to produce output. Similarly, let $x^f_i$ denote the number of intermediate goods employed by the $i$th standard producer. Then the production function can be expressed as:

$$y_i = q \left( \beta (x^l_i)^{\gamma} + (1 - \beta) \left( \sum_{j=1}^{m} x^f_j \right)^{\gamma} \right)^{1/\alpha}$$

where $q$ is the quality of the leading intermediate good, $\beta < 1$ is the market share of the leading intermediate good, and $\alpha \in (0, 1)$ is the elasticity of substitution between the leading good and the composite of standard intermediate goods.\(^7\)

The production of a unit of intermediate good requires $a$ units of labor. $a$ declines with the efficiency of the production process, $h$, such that:

$$a = 1/h$$

Innovation: Intermediate good producers can undertake two types of innovations. First, they can attempt to develop an intermediate good of a quality higher than $q$. In particular, after spending a share $n^p_i$ of aggregate output, they face a probability $\lambda^p_i = \lambda n^p_i / (1 - s_{R&D})$ over an instantaneous time-interval $dt$ of developing a new leading good with quality $\delta g q$ ($\delta g > 1$).\(^8\) In this formulation, $\lambda$ measures the probability of succeeding in the development of a superior intermediate good per fraction of output spent on R&D. $s_{R&D}$ denotes a R&D subsidy that is financed by the lump sum taxes paid by consumers. When a standard intermediate good producer succeeds in his R&D efforts, he becomes the new leading intermediate good producer, and the former market leader becomes a standard intermediate good producer.\(^9\)

Second, intermediate goods producers can also invest in improving the production process of their intermediate good (i.e. reducing the cost of production, $a$). Specifically, they can invest a share $n^h_i$ of aggregate output and face an instantaneous probability $\lambda^h_i = \lambda (n^h_i)^{\rho_h}$, with $0 < \rho_h < 1$, of successfully increasing $h$ to $\delta_h h$, with $\delta_h > 1$. We denote these types of production improvements as general innovations. For future reference, it is useful to define $c(\lambda) \equiv (\lambda / \lambda^2)^{1/n_h}$ as the share of aggregate output that a producer must invest to face a probability $\lambda$ of developing a general innovation.

These two types of innovations differ in their appropriability. Firms that invent a new product or improve the quality of an existing product can patent the innovation and extract a substantial fraction of the surplus enjoyed by other firms from such an innovation. On the other hand, firms that develop GIs, such as improvements in management practices, cannot appropriate the benefits experienced by other firms that use the innovations. Appropriating this surplus is impossible because GIs are easy to reverse engineer and because they are difficult to patent, since most of them are not embodied in a good. These characteristics are reflected in the assumption that all producers immediately (and costlessly) adopt GIs.

A second difference between the two types of innovations that will be important in the multisector extension is their applicability. The impact of new or improved goods is often restricted to a small number of sectors, whereas GIs, such as improvements in management or in the organization of production, can be applied to many different economic activities across a wide array of sectors.

Government: The government collects lump sum taxes from the consumers to finance the exogenous R&D subsidy at every instant.

2.2. Analysis

We start by exploring the pricing problem of intermediate good producers. The leading intermediate good producer faces an isoelastic demand function and sets a price, $p^l_i$, equal to the marginal cost times a markup given by the inverse of the elasticity of demand (i.e. $1/\alpha$). Bertrand competition between standard intermediate good producers brings the price of standard intermediate goods, $p^f_i$, down to their marginal cost of production. These arguments are reflected in the following expressions, where $w$ denotes the wage rate:

$$p^l_i = \frac{aw}{\alpha}$$

$$p^f_i = aw$$

---

\(^7\) Note that this formulation incorporates an externality from the quality of the leading intermediate good to the productivity of the standard intermediate goods. This assumption biases the results against our conclusion but makes the analysis slightly less cumbersome.

\(^8\) Griliches (1984) finds evidence in favor of the linearity of the R&D production technology using firm-level data.

\(^9\) This formulation of the R&D dynamics has several interesting features. First, the lower demand elasticity of the leading intermediate good is instrumental in generating cross-sectional variation in sales per worker. Second, by not having to carry around the distribution of qualities for intermediate goods, we can solve the model analytically. Third, the absence of entry and exit simplifies the computation of firm-level moments.
The price of sectoral output is then given by:

$$p_s = \frac{wa}{\zeta q}$$  \hspace{1cm} (6)$$

where $\zeta \equiv [(\beta \alpha^2)^{1/(1-\alpha)} + (1 - \beta)^{1/(1-\alpha)}]^{1/2}$. Expression (6), together with the choice of numeraire, determines the wage rate.

Plugging the prices into the demand functions, we can solve for the share of each producer’s sales in nominal output:\footnote{Combining the demands for each intermediate good and the labor market clearing condition allows us to solve for the number of units of each type of intermediate good sold:}

$$\frac{p_1 x_1}{p_s y_1} = \frac{1}{2} \left( \frac{z \beta}{\zeta} \right)^{(1-\alpha)} \equiv x'$$  \hspace{1cm} (7)

$$\frac{p_1 x_2}{p_s y_2} = \frac{1}{2} \left( \frac{1 - \beta}{\zeta} \right)^{(1-\alpha)} \equiv y'$$  \hspace{1cm} (8)

To explore the investment decisions, it proves useful to introduce some notation. Let $v'$ and $v^f$ denote, respectively, the market value of the leading and standard intermediate good firms, both divided by nominal output.

Producers of standard intermediate goods can try to develop a new leading intermediate good by undertaking R&D investments. The share of output invested by standard intermediate good producers in developing R&D innovations is determined by the following arbitrage condition:

$$\frac{\text{Marginal cost}}{(1-S_{\text{R&D}})} = \frac{\text{Expected Mg. benefit from R&D innovations}}{\lambda(\delta_q v^f - v')}$$  \hspace{1cm} (9)

The left-hand side in (9) is the private cost of investing one percent of output in R&D, whereas the right-hand side is the expected marginal benefit from such an investment. With probability $\lambda$, the follower experiences a capital gain given by the difference between the value of succeeding in developing a new leading good, $\delta_q v^f$, and the value of a follower in the absence of such an innovation, $v'$.\footnote{Table 1 and Appendix 2 provide evidence that GIs are mostly developed by market leaders.}

As shown in Appendix 1, the optimal pricing and R&D investment decisions of standard intermediate good producers imply that, in the symmetric equilibrium, the value of standard intermediate goods firms, $v'$, is zero. Intuitively, since they charge a price equal to the marginal cost of production, they incur losses equal to the cost of undertaking innovations. The linearity in the R&D technology implies that the losses from the R&D investments are exactly compensated by the expected capital gains from becoming market leaders, making the net value of a standard intermediate good producer zero.

The current market leader can also invest in R&D innovations. He faces the same marginal cost of innovation as followers, but the expected marginal benefit is $\lambda(\delta_q - 1)v^f$ instead of $\lambda \delta_q v^f$. Since $v^f > v'$, Eq. (9) implies that the expected marginal benefit of R&D innovations for the leader is lower than the marginal cost of conducting these innovations. As a result, the market leader does not conduct R&D innovations in equilibrium.

This result is clearly unrealistic since market leaders do conduct much of the private R&D in the data. However, it is easy to see that market leaders will conduct R&D in equilibrium if they face diminishing returns in the R&D technology. In Appendix 1, we solve this version of the model and show that all the other results hold true.

The market leader has incentives to develop general innovations that reduce the marginal cost of producing intermediate goods for all producers. In an interior solution, the optimal investment in GIs by the leader results in the following equality:

$$\frac{\text{Marginal cost}}{C'(\lambda^L)} = \frac{\text{Mg. benefit from general innovations}}{(\delta_q h - 1)v^f}$$  \hspace{1cm} (10)

The left-hand side of (10) is the cost of increasing the probability of developing a general innovation by one percent, whereas the right-hand side is the market leader’s private benefit from the arrival of a GI. This is given by the market value of the leader times the gain in productivity from the arrival of the GI, $\delta_q h - 1$. Note that, since GIs cannot be sold, their private return is proportional to the value of the firm that develops them. Followers, in principle, can also come out with general improvements in productivity. In equilibrium, however, since the private value of these innovations is proportional to the value of the firm, and $v^f$ is equal to zero, followers do not undertake general innovations.\footnote{Table 1 and Appendix 2 provide evidence that GIs are mostly developed by market leaders.}

To close the model, we just need to determine the value of the market leader, $v^l$, which is given by the following asset equation:

$$rv^l = (1 - x') x^l - C(\lambda^L) + \lambda^L (\delta_q h - 1)v^f - \delta_q v^f$$  \hspace{1cm} (11)
Eq. (11) says that the expected income generated by a license on the leading product during a unit interval, \( rvl \), is equal to the instantaneous profit flow net of the costs of investing in GI, \((1-r)vl-c(\lambda^h)\), plus the expected capital gain from succeeding in developing a GI, \( \lambda^h(\delta_h-1)vl \), minus the expected capital loss from being replaced as market leader by a standard intermediate good producer, \( \lambda^s vl \).

Solving for \( vl \) yields the following expression:

\[
v_l = \frac{(1-r)vl-c(\lambda^h)}{r+\lambda^s-\lambda^h(\delta_h-1)}
\]

(12)

where the numerator reflects the profit flow and the denominator reflects the time preference, \( r \), the creative destruction effect, \( \lambda^h \), and the expected gains from the development of GIs, \( \lambda^h(\delta_h-1) \).

The optimal investments in R&D (i.e. Eq. (9)) and general innovations (i.e. Eq. (10)) govern the dynamics of the economy. Note in particular that, since there is no state variable, the economy converges immediately to the new turnover rate (i.e. earlier than the producers that will take over in the future. Therefore, as long as the effective discount rate net of the productivity of the followers that will try to take over tomorrow’s leader. These two forces are the same; the only standard intermediate good producer, \( \lambda^h(\delta_h-1) \).

The model can be used to explore the comparative statics of the investment intensities in R&D and GIs with respect to the R&D subsidy \( s_{R&D} \) and the efficiency of R&D investments \( \lambda \). Condition (9) implies that \( vl = (1-s_{R&D})/(\lambda q) \). Plugging this back in condition (10) results in the following expression for \( \lambda^h(\delta_h-1) \):

\[
c'(\lambda^h) = \frac{(1-s_{R&D})q(\delta_h-1)}{\lambda q}
\]

(13)

The convexity of \( c(\cdot) \) implies that the arrival rate of GIs, \( \lambda^h \), decreases with \( s_{R&D} \) and with \( \lambda \). Intuitively, increases in \( s_{R&D} \) and \( \lambda \) reduce the marginal private cost of developing an embodied innovation. Restoring the equilibrium in the arbitrage condition requires a decline in the value of the market leader. This decline in \( vl \) reduces the marginal private return from developing GIs. As a result, the arrival rate of GIs (\( \lambda^h \)) declines.

The response of \( \lambda^h \) to increases in \( s_{R&D} \) and \( \lambda \) can be explored by substituting the expression for \( vl \) in the arbitrage equation (9) as follows:

\[
(1-s_{R&D}) = \frac{(1-r)vl-c(\lambda^h)}{r+\lambda^s-\lambda^h(\delta_h-1)}
\]

(14)

Increases in \( s_{R&D} \) and \( \lambda \) require a decline in \( vl \) to restore the arbitrage condition. The Envelope Theorem implies that \( \partial vl / \partial \lambda^h = 0 \). Therefore, an increase in \( \lambda^h \) is the only way to bring down \( vl \) and restore the arbitrage condition.

The arrival rate of R&D innovations, \( \lambda^s \), depends both on the exogenous parameters \( s_{R&D} \) and \( \lambda \) and on the share of output private agents spend on R&D, \( n^p \). To determine whether increases in \( s_{R&D} \) and \( \lambda \) lead to increases in the share of private R&D expenditures, \( \lambda^s \) is substituted by \( \lambda/(1-s_{R&D})n^p \) in (14) and rearranged as follows:

\[
1 = \frac{\lambda}{1-s_{R&D}} \frac{\delta_q[(1-r)vl-c(\lambda^h)]}{r+\lambda^s-\lambda^h(\delta_h-1)}
\]

(15)

Increases in \( s_{R&D} \) or \( \lambda \) increase the productivity per share of sectoral output spent on R&D today, but also increase the productivity of the followers that will try to take over tomorrow’s leader. These two forces are the same; the only difference between them is the timing. The new market leader benefits from the higher productivity of R&D expenses earlier than the producers that will take over in the future. Therefore, as long as the effective discount rate net of the turnover rate (i.e. \( r-\lambda^h(\delta_h-1) \)) is positive, the first force dominates and the share of private R&D expenses in GDP, \( n^p \), increases with \( s_{R&D} \) and \( \lambda \). This parameterization is defined as Condition 1.

**Condition 1.** \( r > \lambda^h(\delta_h-1) \), where \( \lambda^h \) is defined in (13).

Proposition 1 summarizes our findings thus far.

**Proposition 1.** In response to increases in \( s_{R&D} \) or \( \lambda \), the arrival rate of general innovations, \( \lambda^s \), declines while the arrival rate of R&D innovations, \( \lambda^h \), increases. Further, if Condition 1 holds, the share of GDP spent on private R&D, \( n^p \), also increases.

It follows from Proposition 1 that \( s_{R&D} \) and \( \lambda \) cause the rate of R&D-driven and general innovations to move in opposite directions. This negative co-movement between R&D-driven and general innovations is one of the two key elements driving the post-war dynamics of growth and volatility at the aggregate and firm level. To introduce the second key element, the analysis needs to be extended into a multisector setting.

### 2.3. Multisector economy

To move from the one-sector to the multisector economy, we need to determine how sectoral output is aggregated and how applicable are innovations across sectors.
The multisector economy is composed of $N$ sectors. Sectoral output, $y_s$, is produced according to (2). Final output, $y$, results from competitively aggregating the $N$ sectoral outputs in the following Cobb–Douglas way$^{12}$:

$$ y = \prod_{s=1}^{N} y_s^{1/N} $$

(16)

In terms of the innovations’ applicability across sectors, it is important to make a distinction between GIs and R&D innovations. GIs such as innovations in management, sales, personnel, distribution and similar fields can be applied to virtually all sectors of the economy because firms in all sectors need to manage, sell, motivate and coordinate workers and distribute their products and services.$^{13}$ R&D innovations, in contrast, lead eventually to the creation or improvement of a product that increases the productivity of a, often, sector-specific task. Hence, in what follows, R&D innovations are assumed to be sector-specific while, for the time being, general innovations are assumed to diffuse freely and immediately to all the sectors in the economy.$^{14}$

This difference in the innovation’s applicability is also based on findings uncovered in the empirical section of the paper. Specifically, we explore the generality of GIs and R&D innovations by estimating the effect of R&D on the correlation of growth across sectors. If R&D innovations were general, an increase in a sector’s R&D share in sales should lead to higher growth across sectors. If R&D innovations were general, an increase in a sector’s R&D share in sales should lead to higher growth across sectors. Instead we find the opposite. Hence, given the negative co-movement between R&D and GIs, our evidence supports the greater generality of GIs vis a vis R&D innovations.

Specifically, we explore the generality of GIs and R&D innovations by estimating the effect of R&D on the correlation of growth across sectors. If R&D innovations were general, an increase in a sector’s R&D share in sales should lead to higher growth across sectors. Instead we find the opposite. Hence, given the negative co-movement between R&D and GIs, our evidence supports the greater generality of GIs vis a vis R&D innovations.

The generalization of GIs implies that the development of a new GI leads both sectoral and aggregate output to increase by a factor of $\delta_h$. The sector specificity of R&D innovations implies that the development of a R&D innovation in sector $s$ leads to an increase in $y_s$ by a factor $\delta_s$, but leads to an increase in aggregate output by only a factor of $\delta_q^{1/N}$.

The arrival rate of R&D innovations in sector $s$ is denoted by $\lambda_s^h$, $\lambda_s^d$ continues to denote the arrival rate of GIs in the economy. Following the same logic as in the one-sector version, it is possible to derive arbitrage and optimal investment in GIs equations very similar to (9) and (10).$^{15}$ For the sake of brevity, the details of the derivations are relegated to Appendix 1. An asset equation similar to (11) can be used to determine the market value of the producer of the leading intermediate good in any given sector as:

$$ v^l = \frac{(1-\lambda)\delta^d - c(\lambda^d/N)}{r + \lambda^h(1 - (\delta_q^{1/N} - 1)(N-1))}\left(\delta_h - 1\right) $$

(17)

This expression differs from the value of the leader in the one-sector economy in two important aspects. First, now GIs are also developed in other sectors. Therefore, the leader in sector $s$ incurs only the cost of developing a fraction $1/N$ of the GIs developed in the economy, but benefits from an arrival rate of $\lambda^h$. Second, now the leader in sector $s$ benefits from the increase in aggregate demand associated with the development of R&D innovations in the other sectors. This reduces the effective discount rate by the term $(\lambda^h(\delta_q^{1/N} - 1)(N-1))$.

The arbitrage and optimal investment in GIs equations together with the expression for $v^l$ govern the dynamics of the economy. Given the similarity to the one-sector model, it is possible to specify conditions such that $s_{R&D}$ and $\delta_q$ cause $\lambda^h$ and $\lambda^d$ to move in opposite directions. For brevity’s sake, these conditions are specified in Appendix 1, and are assumed to hold henceforth. As was the case before, $\lambda^h$ declines with $s_{R&D}$ and $\delta_q$. The important difference with respect to the one-sector economy is that, since some GIs are developed in other sectors, $\partial v^l/\partial \lambda^h > 0$ at the optimum. In this context, it could be the case that, in response to increases in $s_{R&D}$ or $\delta_q$, the decline in $\lambda^h$ is large enough to necessitate a decline (rather than an increase) in $\lambda^d$ to equalize the marginal cost with the expected marginal benefit from R&D innovations. This is regarded as a pathological case and conditions, stated in Appendix 1, are imposed that rule it out.

The next section computes the first and second moments of the growth rates of output and productivity at the aggregate and firm level and explores their evolution in response to increases in $s_{R&D}$ and $\delta_q$.

**Aggregate moments**: Growth is the result of both embodied and general innovations. For any given sector $s$, the growth rate of the sector’s output (or productivity), $\gamma_y$, is equal to the number of embodied innovations in the sector times the log of their effect on sectoral output, plus the number of general innovations developed in the entire economy times their effect on sectoral output. Formally,

$$ \gamma_y = \gamma_y^{emb} + \gamma_y^{gen} = \# q_s \ln(\delta_q) + \# h \ln(\delta_h) $$

where $\# q_s$ is the number of new embodied innovations developed in the sector during the period, and $\# h$ is the number of new general innovations developed in the economy.

---

$^{12}$ The Cobb–Douglas nature of the aggregate production function implies that the nominal output of each sector represents a $1/N$ share of GDP, regardless of the number of R&D and GIs developed in the sector.

$^{13}$ Indeed, the generality of GIs may be one of the reasons why these innovations are difficult to patent.

$^{14}$ The immediacy of diffusion of GIs is clearly just a modelling device. In reality, innovations diffuse slowly but also non-linearly. As a result, there may be strong co-movement of growth across sectors if there is significant overlap in the sectoral diffusion curves.

$^{15}$ The only difference that the multisector context introduces in the R&D arbitrage condition is that, because of the sectoral specificity of R&D innovations, the capital gain from the development of a R&D innovation now becomes $\delta_q^{1/N} v^l$, instead of $\delta_q v^l$. 
The growth rate of the economy, \( \gamma_y \), is the average of the sectoral growth rates:

\[
\gamma_y = \frac{\sum_{n=1}^{N} \gamma_{y,n}}{N} = \frac{\sum_{n=1}^{N} \# q_n}{N} \cdot \ln(\delta_q) + \# h \cdot \ln(\delta_h)
\]

Given the Poisson arrival rates of new technologies, the average growth rate and average variance of the growth rate of output at the sector and aggregate level are as follows:

\[
E[\gamma_y] = \lambda^g_q \ln(\delta_q) + \lambda^h h \ln(\delta_h)
\]

(18)

\[
E[\gamma_y] = \lambda^g_q \ln(\delta_q) + \lambda^h h \ln(\delta_h)
\]

(19)

\[
V[\gamma_y] = \lambda^g_q (\ln(\delta_q))^2 + \lambda^h h (\ln(\delta_h))^2
\]

(20)

\[
V[\gamma_y] = \frac{\lambda^g_q}{N} (\ln(\delta_q))^2 + \lambda^h h (\ln(\delta_h))^2
\]

(21)

Several conclusions can be drawn from these expressions. (i) Aggregation does not affect the expected growth rate of productivity since aggregate and sectoral expected growth rates (expressions (19) and (18), respectively) coincide. (ii) Increases in \( sR_d \) or \( \bar{x} \) have ambiguous effects on expected growth. In particular, these parameter changes lead to increases in \( \lambda^g_q \) and decreases in \( \lambda^h h \) and hence to an ambiguous effect on the average growth rate of productivity both at the aggregate and sector levels. (iii) The variance of sectoral growth (expression (20)) also responds ambiguously to increases in \( sR_d \) and \( \bar{x} \). (iv) However, this ambiguity disappears when we explore their effect on the variance of aggregate growth (expression (21)). R&D-driven innovations are sector specific and are averaged away at the aggregate level. Hence, their effect on aggregate volatility is smaller than on sectoral volatility. General innovations, on the other hand, are adopted across the economy. Thus, their impact at the aggregate and sectoral level is the same. As a result, for \( N \) sufficiently large, the decline in aggregate volatility driven by the decline in \( \lambda^h \) dominates the increase in volatility associated with the higher \( \lambda^g_q \), and aggregate volatility declines in response to increases in \( sR_d \) and \( \bar{x} \). (v) Hence, aggregation does affect the second moments of the growth rate of productivity (expressions (20) and (21)).

**Firm-level moments**: Expected firm-level sales growth—denoted by \( E[y,\text{sales}_i] \)—is affected by the rates of arrival of general innovations and R&D innovations in the economy through their effects on aggregate growth, \( E[y,\gamma] \). In addition, producers of standard intermediate goods expect a higher growth rate of sales than market leaders because they invest in R&D, and with probability \( \lambda^g_q/m \), they will take over the market leader and his sales. Conversely, the current market leader does not invest in R&D and with probability \( \lambda^q \) will be taken over by a follower, experiencing a loss in sales. As can be observed below, the distribution of the expected growth rate of sales per worker—denoted by \( E[y,\text{sales}_i/\lambda] \)—only differs from the distribution of the growth rate of sales in the size of the capital gain/loss from market turnover. Hence, at the firm level, the model predicts a positive relationship between R&D intensity and expected growth of sales and sales per worker:

\[
E[y,\text{sales}_i] = \begin{cases} 
E[y,\gamma] - \lambda^g_q \ln(m/(1-\beta)) & \text{for } i = l \\
E[y,\gamma] + \lambda^g_q / \ln(m/(1-\beta)) & \text{for } i = f
\end{cases}
\]

\[
E[y,\text{sales}_i/\lambda] = \begin{cases} 
E[y,\gamma] - \lambda^g_q \ln(1/\alpha) & \text{for } i = l \\
E[y,\gamma] + \lambda^g_q / \ln(1/\alpha) & \text{for } i = f
\end{cases}
\]

The firm-level volatility of the growth rates of sales and sales per worker depends on the variance of the aggregate growth rate of the economy and the risk of turnover in the market leader. Expressions (22) and (23) present the average variances of the growth rate of sales and sales per worker:

\[
\text{var}(y,\text{sales}_i) = \text{var}(y,\gamma) + \lambda^g_q \left( \frac{1+\beta(m-1)}{m} \right) \left( \ln \left( \frac{\beta m}{1-\beta} \right) \right)^2
\]

(22)

\[
\text{var}(y,\text{sales}_i/\lambda) = \text{var}(y,\gamma) + \lambda^g_q \left( \frac{1+\beta(m-1)}{m} \right) (\ln(1/\alpha))^2
\]

(23)

The variance of aggregate output in the US data is approximately two orders of magnitude smaller than the variance of firm-level volatility. Hence, the quantitatively important term is the latter, which is driven by the turnover rate, \( \lambda^g_q \). An increase in \( sR_d \) or \( \bar{x} \) leads to higher turnover, \( \lambda^g_q \), both directly and through the increased investments in the development of R&D-driven innovations that it triggers. In this way, \( sR_d \) and \( \bar{x} \) increase firm-level volatility.

---

16 Firm-level variances are weighted by the share of firm sales.
3. Discussion and evidence

We have just shown that the model’s predictions are consistent with the facts described in the Introduction. It predicts the lack of a clear relationship between R&D intensity and productivity growth at the aggregate level, the positive association between them at the firm level, the upward trend in firm-level volatility and the downward trend in aggregate volatility. This section accomplishes four things. First, it describes the increase in R&D subsidies during the post-war period. Second, it provides new cross-country evidence that R&D subsidies do not lead to faster growth but lead to lower aggregate volatility. Third, it discusses further theoretical predictions of the model and brings them to the data in order to further check for the empirical relevance of the mechanisms described in the model. Finally, it conducts a calibration exercise to assess the power of the model to generate the dynamics of volatility and growth observed in the data.

3.1. Driving forces

The R&D tax policy in the United States has been implemented through three main initiatives (Hall, 1995). The expensing rules for R&D, introduced in 1954, allowed US firms to expense most R&D expenditures against corporate income for tax purposes. The Economic Recovery Tax Act of 1981 allowed US firms to allocate all R&D expenses against income earned within the country, even if a substantial part of their revenue was generated from foreign sales. In addition, the act introduced the Federal R&D tax credit which allowed firms to deduct from corporate income taxes, in proportion to the established credit rate, a portion of qualified R&D expenditures that exceeded a certain level.

State-level R&D tax credits followed soon after when, in 1982, Minnesota became the first state to introduce such a credit. Since then the number of states offering a R&D tax credit has steadily increased, and 31 states currently offer some form of a tax credit on general, company funded R&D. Not only has the number of states offering a tax credit increased, but the average value of these credits has also grown. Wilson (2005) calculated the effective value of all state-level credits for every year since their inception, taking into account the statutory credit rate, the base amount and whether the credit itself was taxable. He found that the effective average value of the state-level tax credits has grown approximately fourfold since their inception in 1982. Hall and Woisinka (1999) examined the benefit of these federal and state tax credits for US firms. They calibrated the effective R&D subsidy to range between 0.4 and 0.6 depending on whether the firm is subject to state taxation and whether it is eligible for the tax credits.

The increasing level of R&D subsidies leads, in our specification of the R&D technology, to an increasing turnover rate. In addition to the direct effect, R&D subsidies also induce higher private R&D expenses, according to Proposition 1. There is a body of literature devoted to test this prediction, which concludes that R&D tax credits have led to a substantial increase in the share of private R&D in GDP both in the US (Hall, 1993; Mamuneas and Nadiri, 1996) and in other OECD countries (Bloom et al., 2002).

It is important to emphasize that R&D subsidies apply only to R&D expenses. According to the NSF, “R&D consists of activities carried on by persons trained, either formally or by experience, in the physical sciences such as chemistry and physics, the biological sciences such as medicine, and engineering and computer science. R&D includes these activities if the purpose is to do one or more of the following things:

1. Pursue a planned search for new knowledge [...]. (Basic research)
2. Apply existing knowledge to problems involved in the creation of a new product or process [...]. (Applied research)
3. Apply existing knowledge to problems involved in the improvement of a present product or process. (Development)”

The NSF also presents a list of activities closely related to our GIs, which are explicitly excluded from the definition of R&D. Among these are social science expenditures, defined as those “devoted to further understanding [of] the behavior of groups of human beings or of individuals as members of groups [in the following areas]: personnel, economics, artificial intelligence and expert systems, consumer, market and opinion, engineering psychology, management and organization, ...”

Therefore, investments in developing general innovations (by-and-large) do not benefit from R&D subsidies.\textsuperscript{17}

3.2. Productivity growth

Our model predicts an ambiguous effect of R&D on productivity growth at the aggregate and sector level. On the one hand, R&D has a positive effect on the development of patentable R&D innovations while on the other, it has a negative effect on the number of GIs developed in the economy. Abdih and Joutz (2005) provide details about the relationship between R&D and growth. They estimate cointegration relationships between R&D labor, patent applications (i.e. R&D output), and TFP. They find that, while there is a strong and significant positive relationship between R&D labor and patent

\textsuperscript{17} Process innovation refers to the development of new industrial processes such as those that lead to the production of steel or chemical products. In our context, this is the same as standard R&D that leads to a new product or an improved version of an existing product.

\textsuperscript{18} Rationalizing R&D subsidies goes beyond the scope of this paper. Though R&D has some positive externalities, political considerations may also be involved. Congress, for example, has repeatedly failed to renew the Federal R&D tax credit for longer than one or two years. One rationale for this is that keeping the credit temporary can be used as a carrot for business, and it encourages corporations to make financial contributions to their representatives every year in order to preserve this feature of the tax law (New York Times, October 28, 1998).
applications, there is no statistical relationship between patents and TFP. That is, R&D investments produce patents but
patent growth fails to have an effect on TFP growth. The lack of a relationship persists after allowing for different leads and
lags. These results support the view presented by our model, as Abdih and Joutz (2005) recognize. In particular, their
findings constitute indirect evidence in favor of the joint hypothesis that GIs are an important source of productivity
growth and that R&D dampens the development of GIs.

We are not the first ones to highlight the importance of general innovations for productivity growth. After studying the
importance of the innovations introduced during the last century in the US, Mokyr (2002) claims that “much of the
productivity increase in the twentieth century was the result of the perfection of production techniques and process
innovation. [...] These led to a continuous transformation in organizational methods, most obviously in mass production,
manufacturing techniques but eventually in services and agriculture as well.”

Unfortunately, direct measures on the intensity of investment in general innovations are not available. This makes it
difficult to directly test the negative effect of R&D on the development of general innovations. One imperfect substitute to
this exercise consists of creating a list of GIs and noting that most of them were introduced either before World War II or
between the 1950s and early 1960s when firm turnover was low. Table 1 provides our (very incomplete) list of GIs, most of
which were developed before 1970 by large firms that dominated their markets.19 Below, we conduct a more systematic
test of the negative effect of R&D on GIs investments based on the sectoral variation in second moments.

3.3. International evidence

One way to shed more light on the mechanism emphasized by the model is by taking advantage of cross-country
variation in the trends in R&D subsidies. As Bloom et al. (2002) show, in some countries, such as US, Australia and Canada,
there have been significant increases in the R&D tax credits between 1979 and 1997, while in others, such as Japan, Italy,
the UK, and France, the increments have been much more moderate or even negative. This subsection takes advantage of
this variation to explore the association between R&D subsidies and both growth and aggregate volatility.

In particular, we proceed as follows. We measure the increase in the average growth rate of output per worker in each
country by the slope of a linear trend in the 5-year moving average of labor productivity growth between 1979 and 1998.
Similarly, we measure the increase in aggregate volatility by the slope of a linear trend in the standard deviation of a 5-year
rolling window of annual growth rates of labor productivity estimated between 1979 and 1998. Finally, we measure the
increase in the R&D tax credits by the difference between the tax component in the user cost of R&D from Bloom et al.

Of course, when investigating the effect of R&D subsidies on growth, we should control for the mean-reverting tendency
of growth identified by the convergence literature. To this end, we control for the average growth in per worker GDP
between 1950 and 1978. Fig. 2 displays the partial relation between the increment in the R&D tax credit and the increment
in growth. Though positive, this correlation is clearly insignificant. This evidence extends internationally the lack of
relationship between R&D and growth found at the aggregate and sector level in the US.

What about the second moments? Is it the case that countries with larger increases in R&D tax credits have experienced
larger declines in aggregate volatility as our model predicts? Fig. 3 shows that this is indeed the case. The association
between increments in R&D tax credits and declines in aggregate volatility is both large and statistically significant. Hence,
this cross-country finding provides further evidence consistent with our model predictions for the relationship between
R&D subsidies and the second moments of growth.

3.4. Firm volatility21

As described in Section 2, our model rationalizes the increase in firm volatility observed by Comin and Mulani (2004)
and Comin and Philippon (2005) in the COMPSTAT sample. Fig. 4 illustrates the time series of the volatility of productivity
growth at the aggregate and firm level. The left axis plots the standard deviation of 10-year centered rolling windows of
annual productivity growth. The right axis plots the evolution of the same variable averaged for firms in the COMPSTAT
data base.22 The opposing trends are evident.

It is worth making two remarks about the increase in the volatility of publicly traded firms. First, as shown in Comin and
Mulani (2004), the increase in firm volatility in the COMPSTAT sample is qualitatively and quantitatively robust to
conditioning on a firm-level fixed effect, the age of the firm and the size of the firm. To further control for the possibility
that the upward trend in firm volatility is driven by a change in the composition of the COMPSTAT sample, we estimate
the following specification for the standard deviation of the growth rate of sales and sales per worker in the firm $i$ over a

---

19 A brief description of each technology and why it qualifies as a general innovation is relegated to Appendix 2.

20 Our sample includes France, UK, Italy, Canada, Australia, Japan and the US. These countries, together with Germany, are responsible for an
immense majority of world R&D. German unification makes it hard to interpret the country’s growth and volatility in the 1990s.

21 Consistent with the data, the cross-sectional distribution of firm sizes, measured by employment or by relative sales, in the model is constant over
time.

22 For each firm in COMPSTAT, we compute its volatility in a given year as the centered standard deviation of 10 consecutive annual growth rates of
sales per worker. The firm volatility measure plotted in Fig. 4 is the average volatility across firms.
In this specification, \( \text{age}_{it} \) and \( \text{sales}_{it} \), respectively, denote the age and real sales of firm \( i \) in year \( t \). \( D_{ic} \) is a cohort fixed effect which takes a value of 1 for the firms of cohort \( c \) and 0 for the rest. \( D_{it} \) is a year fixed effect which takes a value of 1 if \( t = t \) and zero otherwise. To compute the equivalent of a weighted measure of residual firm volatility, observations are weighted by the share of real sales in total sales.

Fig. 2. Cross-country relationship between residual increment in R&D subsidies and residual increment in productivity growth.

\[
\text{Incr Aggr Vol} = -0.38 -14.19 \times \text{Incr R&D subsidy}
\]

\[ (-4.19) \]

Fig. 3. Cross-country relationship between increment in R&D subsidies and increment in aggregate volatility.

10-year window \((\sigma_{it})\):

\[
\sigma_{it} = \phi \ln(\text{age}_{it}) + \gamma \ln(\text{sales}_{it}) + \sum \alpha_{c} D_{ic} + \sum \beta_{t} D_{it} + e_{it}
\]

In this specification, \( \text{age}_{it} \) and \( \text{sales}_{it} \), respectively, denote the age and real sales of firm \( i \) in year \( t \). \( D_{ic} \) is a cohort fixed effect which takes a value of 1 for the firms of cohort \( c \) and 0 for the rest. \( D_{it} \) is a year fixed effect which takes a value of 1 if \( t = t \) and zero otherwise. To compute the equivalent of a weighted measure of residual firm volatility, observations are weighted by the share of real sales in total sales. Fig. 5 reports the evolution of the estimates of \( \beta_{t} \) for the volatility of the growth rate of real sales and real sales per worker. It is quite evident from this figure that the upward trends in firm volatility persist after including the cohort effects.\(^{23,24}\) Hence, the increase in firm volatility is not driven by a change in the composition of firms in the COMPUSTAT sample.

\(^{23}\) Davis et al. (2006) findings are qualitatively similar. The quantitative differences in the slope of the volatility trend may be driven by differences in the age controls.

\(^{24}\) The upward trends are completely robust to including cohort-specific age and size effects in the regression.
In our model, the increase in firm volatility is driven by an increase in the turnover of market leaders, $q_s$. Comin and Philippon (2005) show that various measures of the turnover rate have increased very significantly. Fig. 6, for example, plots a measure of the inverse of the turnover rate for the sample of firms in the COMPUSTAT database. Specifically, for each two-digit sector and year, firms are ranked by the level of sales per worker. After creating a vector of percentiles for every year in the post-war period, persistence in rankings is measured by computing the correlation between the vectors of rankings in two years, five and 10 years apart (i.e. 1950 with 1955 and 1950 with 1960). Repeating the same exercise for all the years in the post-war period results in a time series for the turnover in market leadership.

Fig. 4. Evolution of the aggregate and firm-level volatility of productivity. Note: Aggregate productivity growth is sourced from the BLS. Firm-level sales per worker is obtained from COMPUSTAT. Firm and aggregate volatility series are computed as indicated in the text.

Fig. 5. Firm-level volatility of sales and productivity after controlling for compositional change. Note: Plotted series are the coefficients of year dummies in a volatility regression after controlling for age, size and cohort effects. Source: COMPUSTAT.

In our model, the increase in firm volatility is driven by an increase in the turnover of market leaders, $q_s$. Comin and Philippon (2005) show that various measures of the turnover rate have increased very significantly. Fig. 6, for example, plots a measure of the inverse of the turnover rate for the sample of firms in the COMPUSTAT database. Specifically, for each two-digit sector and year, firms are ranked by the level of sales per worker. After creating a vector of percentiles for every year in the post-war period, persistence in rankings is measured by computing the correlation between the vectors of rankings in two years, five and 10 years apart (i.e. 1950 with 1955 and 1950 with 1960). Repeating the same exercise for all the years in the post-war period results in a time series for the turnover in market leadership.

In particular, Comin and Philippon (2005) document a fivefold increase in the probability that a firm currently in the top fifth of profits or market capitalization in the sector drops from the top fifth in the next five years.

This measure of turnover is unlikely to be affected by entry into the COMPUSTAT sample. This is the case because when there are more firms in sample, it is more likely that a firm is taken over by some other firm, but the decline in the percentile associated with this decline in the ranking will be smaller if there were fewer firms in sample.
Both of these statistics indicate that there has been an increase in market turnover. In the early 1950s, the correlation of rankings was 0.9 for the 5-year-apart measure and 0.8 for the 10-year-apart measure. These correlations have declined in a fairly monotonic manner reaching 0.71 and 0.66, respectively, at the end of the sample in 2002. These numbers can be used to compute, approximately, the turnover rates in our model, \( l_q \). In the mid-1950s, \( l_q \) was approximately two percent while, in the mid-1990s, it was 2.5–3 times higher. Comin and Philippon (2005) conduct similar exercises using other measures of market leadership, such as profit rates and market value. Specifically, they compute the probability that a firm currently ranked in the top 20th percentile of its sector by profit rates or market value is not in the top 20th percentile in five years. These exercises imply that the turnover rate has increased by a factor of five to six during the post-war period. These estimates of \( l_q \) can be used to calibrate the ability of the model to account for the upward trend in firm volatility.

Recall that the variance of the growth rates of sales and sales per worker at the firm level depends on the variance of aggregate growth, \( \text{var}(\gamma_y) \), and on the turnover rate as follows:

\[
\text{var}(\gamma_{\text{sales},i}) = \text{var}(\gamma_y) + l_q \left( \frac{1 + \beta(m-1)}{m} \right) \left( \ln \left( \frac{\beta m}{1-\beta} \right) \right)^2
\]  \hspace{1cm} (24)

\[
\text{var}(\gamma_{\text{sales/i},i}) = \text{var}(\gamma_y) + l_q \left( \frac{1 + \beta(m-1)}{m} \right) \left( \ln(1/\alpha) \right)^2
\]  \hspace{1cm} (25)

In the US, \( \text{var}(\gamma_y) \) is approximately two orders of magnitude smaller than the variance of firm-level growth and hence irrelevant to the evolution of firm-level volatility. Our previous estimates imply that the turnover rate in COMPUSTAT in 1950, \( l_q^{1950} \), was approximately two percent. The terms in square brackets in (24) and (25) can then be calibrated to match the initial firm volatility in COMPUSTAT. Based on the direct estimates in Comin and Philippon (2005) and on the evolution of the private R&D intensity in the US, the turnover rate at the end of the sample, \( l_q^{2000} \), is at least between 2.5 and 3 times larger than the initial turnover rate. Therefore, the model predicts an increase in firm-level variance by at least a factor of 2.5 or 3. Since firm variance has factually increased by a factor of approximately four in the post-war period, the model can explain at least 62–75 percent of the increase in the variance of firm-level growth.

**Cross-sectional variation in relationship between R&D and firm volatility:** In addition to having implications for the evolution of firm-volatility, our model has testable predictions about the cross-sectoral relationship between R&D and firm volatility. In our model, variation in R&D intensity comes from variation in either \( s_{\text{R&D}} \) or \( \mathcal{X} \). Our analysis above implies that sectors where R&D intensity has increased more (i.e. because \( s_{\text{R&D}} \) or \( \mathcal{X} \) have increased by more), should experience larger increases in firm volatility and in the turnover rate. In addition, countries where R&D has increased should observe a similar increase in firm volatility. The following analysis shows that the data supports these predictions.

Comin and Philippon (2005) build a panel of annual R&D intensities, turnover rates and average firm volatility in 35 two-digit sectors that cover the US economy from 1950 until 1996. For each sector, they compute the ratio of R&D expenses to total sales, which provides an indication of the relative importance of R&D investment in that sector. The ratio is then compared to the turnover rate and the volatility of firm sales and sales per worker. The results show a strong positive relationship between R&D intensity and turnover rate, with a significant increase in volatility for sectors where R&D has increased more.

---

27 See Appendix 3 for the formal derivation.
28 This implies that the sales and sales per worker of market leaders are approximately 70 percent higher than sales and sales per worker of market followers.
29 Private R&D intensity in the US has increased by a factor of three. In addition, R&D subsidies have increased and the efficiency of R&D expenses has increased. The linearity of the production function for R&D innovations implies that the turnover rate must have increased by, at least, a factor of three.
sales, the median and average standard deviation of a 10-year rolling window of growth in sales and sales per worker, and the persistence in the rankings of sales per worker as in Fig. 6. Then they estimate the following regressions:

\[ \sigma_t = \alpha_0 + \alpha_1 t + \beta \cdot (R&D/Sales)_t + \epsilon_t \]

These specifications include both a sector-level fixed effect and a time trend to reduce the possibility of spurious correlations between R&D and volatility. In all the cases, they find a positive and statistically significant association between R&D and firm volatility and between R&D and turnover. These estimates are robust to substituting the time trend for time dummies and to controlling for other forces, such as the development of financial markets, that may contribute to firm volatility. Furthermore, the estimated coefficient is economically significant. The increase in R&D intensity accounts for 60 percent of the increase in firm volatility.\(^{30}\)

The mechanisms described in our model may also explain the volatility dynamics in other countries. Parker (2006) and Thesmar and Thoenig (2004) have found similar upward trends in the volatility of publicly traded companies in the UK and France. Interestingly, the periods studied by these authors are periods where, as in the US, there was (i) an important increase in R&D subsidies, (ii) an important increase in private R&D intensity and (iii) a decline in aggregate volatility.

**Evolution of firm volatility in privately held firms:** In empirical evaluation of the model’s predictions for firm-level volatility, we have restricted our attention to the sample of publicly traded firms. One reason for this is the scarcity of data on privately held firms. A more substantive reason is that the R&D-driven Schumpeterian dynamics that drive firm volatility in our model, most likely, are only relevant for publicly traded firms. This is the case because R&D expenses of publicly traded firms represent 95 percent of total private R&D expenses in the US. Non-publicly traded firms represent between 40 and 50 percent of aggregate value added, but conduct a very small part of total R&D.\(^{31}\) As a result, one would expect that the increased market turnover associated with the increase in R&D expenses would not be a significant factor in explaining the firm volatility of privately held firms.

Davis et al. (2006) have recently analyzed the evolution of employment volatility for US privately held firms since late 1970s. They find that the volatility of non-publicly traded firms has declined during this time. It is obvious that our model does not explain the evolution of volatility for privately held firms. This is the case because (i) the volatility of privately held firms is not significantly affected by R&D, and because (ii) there are other factors that are relevant to explaining the volatility of privately held firms that are orthogonal to our model.\(^{32,33}\) In this sense, the relevant test of our theory of firm volatility is clearly the positive conditional correlation observed above between R&D and the volatility of publicly held companies.

It is important to note that, even though our model has nothing to say about the evolution of the volatility of privately held firms, it has important implications for the evolution of aggregate volatility. This is the case because the evolution of aggregate volatility in the US is critically linked to the evolution of the covariance of growth between firms rather than the evolution of firm-level variance. This conclusion follows from two findings. First, as shown in Comin and Philippon (2005), a variance-covariance decomposition of aggregate volatility illustrates that the component that explains all the decline in the variance of aggregate growth is the covariance of growth between sectors rather than the variance of growth within sectors. Second, this holds a fortiori when disaggregating all the way until reaching the firm level. Comin and Mulani (2004) conduct a variance-covariance decomposition of growth in the aggregate sales in COMPUSTAT and find that (i) the covariance of growth between firms is 10 times larger than the firm variance component and (ii) the variance of the COMPUSTAT aggregate is driven entirely by the covariance of growth between firms. Following Gabaix (2005), it is natural to hypothesize that, this conclusion would hold a fortiori if we included privately held firms which are significantly smaller than publicly traded firms.

As we shall show next, our model provides a testable theory for the determinants and evolution of the covariance of growth in the economy.

\(^{30}\) A significant share of the remaining increase in the volatility of publicly traded firms is likely to be caused by the development of financial markets as hypothesized by Thesmar and Thoenig (2004). Both these authors and Comin and Philippon (2005) provide evidence on this mechanism.

\(^{31}\) One reason why privately held firms may not engage in R&D is because their \(\sigma\) is very low.

\(^{32}\) There are many important differences between publicly and privately held companies. One very significant difference is size. In 2001, 50 percent of US employees worked for firms with 500 employees or more. In the COMPUSTAT sample, instead, over 99 percent of employees worked for firms with over 500 employees. These large firms represented almost 80 percent of all firms in our COMPUSTAT sample. To explain the decline in the volatility of privately held firms, it is necessary to consider mechanisms that drive down firm volatility and that are particularly relevant for privately held firms. One such force may be the improvement of financial markets that now allow privately held firms to better insure their risks. Exploring this or any other hypothesis is beyond the scope of this paper.

\(^{33}\) One possible criticism is that the NSF underestimates the R&D conducted by privately held companies, especially firms that are not operating yet because they are in the venture capital stage. Though it is possible that the R&D series is not perfect, it is unlikely that the bias due to the measurement R&D conducted by privately held firms is significant. According to the National Venture Capital Association, venture capital investments represented $10 billion in 1996. Of course, this is significantly higher than the average during the post-war period and only a small fraction of this was employed in R&D. An upper bound of the R&D share in book equity based on R&D intensive firms in COMPUSTAT would be 10 percent. Hence, the unmeasured R&D from venture capital would be less than $1 billion. Total private R&D in the US during 1996 was $134 billion, which makes the potential bias in total private R&D expenditures insignificant. Indeed, the BEA does not even include this in the list of measurement biases encountered in the construction of the Research and Development Satellite Accounts (Okubo et al., 2006).
3.5. Sectoral co-movement

To gain further insight into the evolution of aggregate volatility in our model economy, we can conduct a variance-covariance decomposition of the variance of aggregate growth. Recall that $\gamma_y = \sum_{i=1}^{\infty} \gamma_{yi}/N$. Therefore,

$$V(\gamma_y) = \frac{V(\gamma_{yi})}{N} + \frac{N(N-1)}{N^2} \text{cov}(\gamma_{yi}, \gamma_{yi'})$$

(26)

where $\text{cov}(\gamma_{yi}, \gamma_{yi'})$ denotes the covariance between the growth rates of two generic sectors $n$ and $n'$.

In expression (26), as the number of sectors, $N$, increases, the importance of the sectoral variance in aggregate variance declines, and aggregate volatility increasingly depends on the covariance of growth across sectors. Sectoral variance, $V(\gamma_{yi})$, depends on the arrival rate of embodied innovations developed in the sector, $\lambda_n^h$, and the arrival rate of general innovations developed in the economy, $\lambda_n^g$. The sectoral covariance, on the other hand, is equal to $\lambda_n^h(\ln(\delta_h))^2$ and depends solely on the hazard rate for general innovations. Therefore, as the number of sectors increases, the variance of aggregate growth increasingly depends on the intensity of general innovations while the arrival rate of R&D-driven innovations becomes less relevant. Further, increases in $s_{R&D}$ or $\gamma$ lead, unambiguously, to declines in the average covariance of growth across sectors and, if the number of sectors in the economy is large, they also induce declines in aggregate volatility.

The covariance of sectoral growth can be trivially decomposed into the product of the standard deviations and correlation of sectoral growth:

$$\text{cov}(\gamma_{yi}, \gamma_{yi'}) = \sqrt{V(\gamma_{yi})} \sqrt{V(\gamma_{yi'})} \times \text{corr}(\gamma_{yi}, \gamma_{yi'})$$

When looking at actual data, the variance of growth in a sector typically depends on factors such as the sector size and age. To filter out these effects, it is useful to explore the model implications for the correlation of growth across sectors. The correlation of growth between sectors $s$ and $s'$ depends on $\lambda_n^h$ and $\lambda_n^g$ as follows:

$$\text{corr}(\gamma_{yi}, \gamma_{yi'}) = \frac{\lambda_n^h(\ln(\delta_h))^2}{\lambda_n^h(\ln(\delta_h))^2 + \lambda_n^g(\ln(\delta_h))^2}$$

(27)

Note that the sectoral correlation is increasing in $\lambda_n^h$ and decreasing in $\lambda_n^g$. It follows from our previous analysis that increases in $s_{R&D}$ and $\gamma$ lead to declines in the correlation of sectoral growth.

Has the correlation of sectoral growth declined? To explore empirically the evolution of the correlation of growth across sectors, we proceed as follows. First, $\text{corr}(\gamma_{i_{1,5},k-4}^5, \gamma_{i_{1,5},k-4}^5)$ is defined as the correlation between the annual growth rate in sectors $s$ and $j$ during the 10-year period centered at $t$. Then, for every sector $s$, the average correlation with the rest of the sectors is computed as follows:

$$\text{corr}_{s}^\text{sec} = \sum_{j \neq s} \frac{\omega_j^s}{\sum_{h \neq j} \omega_h^s} \text{corr}(\gamma_{i_{1,5},k-4}^5, \gamma_{i_{1,5},k-4}^5)$$

(28)

where $\omega_j^s$ denotes the average share of sector $j$’s sale in the total sales of the economy. Finally, aggregate correlation is defined as a weighted average of the sectoral correlations:

$$\text{corr}^\text{sec} = \sum_s \omega_s \text{corr}_{s}^\text{sec}$$

Figs. 7 and 8 show a clear downward trend in the average correlation, $\text{corr}^\text{sec}$, of productivity and TFP growth across sectors during the post-war period.34 Comin and Philippon (2005) show that the decline in the correlation of sectoral growth is driven by a decline in the covariance of growth across sectors, as opposed to a decline in the variance of sectoral growth. This evidence provides further support for our model, which predicts an unambiguous decline in the covariance of growth across sectors and an ambiguous evolution of the variance of growth at the sector level in response to increases in $s_{R&D}$ and $\gamma$.

Imperfect diffusion of GIs: The basic version of the model predicts no cross-sectional variation in the correlation of growth between sectors because GIs are adopted immediately in all sectors. Now, we enrich the model by relaxing the assumption that GIs are applicable to all sectors in the economy. Specifically, two new assumptions are introduced: (i) the intermediate goods producers of a given sector can freely adopt all general innovations developed in the sector and (ii) the random variable that determines whether a general innovation is suitable to be adopted in a sector other than the one in which it was developed follows a Bernoulli distribution that is independent across sectors and innovations (Figs. 7 and 8).

Let $\psi$ denote the probability that a general innovation is adopted in a sector other than the one in which it was developed. The previous assumptions imply that the arrival rate of general innovations in sector $n$ is equal to $\lambda_n^g + \psi(N-1)\lambda_{c-n}^g$, where $\lambda_n^g$ denotes the rate of development of GIs in sector $n$, and $\lambda_{c-n}^g$ denotes the average rate of development of GIs in the sectors other than $n$.35 The covariance of growth in two sectors, $n$ and $n'$, depends on how

---

34 See Comin and Philippon (2005) for more on this downward trend.

35 If GIs do not diffuse perfectly across sectors, sectors that develop fewer GIs also implement fewer GIs. As a result, the model predicts that in sectors with more R&D investments, the contribution to growth from GIs will be lower. Since R&D investments have a direct positive effect on growth, the resulting relationship between R&D and growth will be ambiguous. This is consistent with the insignificant relationship between R&D intensity and TFP growth found by Jones and Williams (1998) in a panel of sectors.
frequently they adopt the same GIs. Clearly, the probability of such a coincidence is higher for the technologies developed in either of the sector than for technologies developed in other sectors. Specifically, the probability that a technology developed in \( n \) (or \( n' \)) is suitable for adoption in \( n' \) (or \( n \)) is \( \psi \). The probability that a technology developed in a sector other than \( n \) and \( n' \) is suitable for adoption in \( n \) and \( n' \) is \( \psi^2 < \psi \). Thus, the covariance between the growth in sectors \( n \) and \( n' \) is:

\[
\text{cov}(\gamma_n, \gamma_{n'}) = \psi(\lambda_n^h + \lambda_{n'}^h + \psi^2(N-2)\lambda_{-n(n')}^h)(\ln(\delta_n))^2
\]

where \( \lambda_{-n(n')}^h \) denotes the average rate of development of general innovations in the sectors other than \( n \) and \( n' \). Averaging over all the sectors \( n' \), the average covariance of the growth of sector \( n \) with the growth of other sectors is:

\[
\text{cov}_n = \psi(\lambda_n^h + \lambda_{-n}^h + \psi^2(N-2)\lambda_{-n}^h)(\ln(\delta_n))^2
\]

(29)

To explore the cross-section variation in this covariance, suppose, for example, that the efficiency of investments in the development of embodied innovations, \( \lambda \), varies across sectors. In sectors with higher values of \( \lambda \), leading firms have fewer incentives to develop GIs. Given the imperfect diffusion of GIs, those sectors with a higher \( \lambda \) adopt fewer GIs and co-vary less with the rest of the sectors. Hence, there is a negative cross-sectoral relationship between \( \lambda \) and the average

---

Fig. 7. Evolution of sectoral correlation of productivity growth. Note: Data is from Jorgenson and Stiroh KLEM data sets.

Fig. 8. Correlation of Sectoral TFP Growth. Note: Data is from Jorgenson and Stiroh KLEM data sets.
Table 2
R&D, firm-level volatility and sectoral co-movement.

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Correlation in sectoral productivity growth</th>
<th>Correlation in sectoral TFP growth</th>
</tr>
</thead>
<tbody>
<tr>
<td>R&amp;D</td>
<td>-3.28 (1.42)</td>
<td>-2.49 (1.09)</td>
</tr>
<tr>
<td>Firm level volatility</td>
<td>-0.297 (0.122)</td>
<td>-0.237 (0.083)</td>
</tr>
<tr>
<td>Energy share</td>
<td>-0.49 (0.37)</td>
<td>-0.057 (0.19)</td>
</tr>
<tr>
<td>N</td>
<td>1011</td>
<td>1011</td>
</tr>
<tr>
<td>Sectors</td>
<td>All</td>
<td>All</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>All</td>
</tr>
<tr>
<td></td>
<td>All</td>
<td>All</td>
</tr>
<tr>
<td></td>
<td>Energy share</td>
<td>Energy share</td>
</tr>
<tr>
<td></td>
<td>Non-energy</td>
<td>Non-energy</td>
</tr>
</tbody>
</table>

Notes: Newey-West standard errors are reflected in parentheses.
Firm volatility is measured by the sectoral average of the firm-level variance of the growth rate of sales.
All regressions include sector and year fixed effects.

covariance of a sector. Our previous analysis has also shown that there is a positive relationship between $\bar{\sigma}$ and R&D intensity. Therefore, the model implies a negative cross-sectional relationship between R&D intensity in a given sector and the average covariance of growth in that sector.

Using the same logic as in Section 2.4, it follows that the variance of growth in sector $n$ is:

$$\text{var}_n = \frac{1}{n} \sum_{i=1}^{n} (\ln \delta_i)^2 + \frac{1}{n} \sum_{i=1}^{n} \psi_2 (\ln \delta_i)^2$$  \hfill (30)

The average correlation of growth between sector $n$ and the other sectors, then, is:

$$\text{corr}_n = \frac{\text{cov}_n}{\sqrt{\text{var}_n \text{var}_{-n}}}$$  \hfill (31)

where $\text{var}_{-n}$ is the average variance across sectors other than $n$. Given the negative effect of $\bar{\sigma}$ on $\text{cov}_n$ and the positive effect of $\bar{\sigma}$ on $\text{var}_n$, the model implies a negative cross-sectional relationship between R&D intensity in sector $n$ and the sectoral correlation of growth (expression (31)).

This prediction is very important because it allows us to test (albeit indirectly) the negative effect R&D has on investments in the development of GIs. To test this prediction, we estimate the following specification:

$$\text{corr}_{sec} = \alpha + \beta t + \gamma R&D_{s,t} + \epsilon_{st}$$  \hfill (32)

where $\text{corr}_{sec}$ is defined in expression (28), and $R&D_{s,t}$ denotes the R&D intensity in sector $s$ at time $t$. The first and seventh columns in Table 2 report the estimate of $\gamma$ when $\text{corr}_{sec}$ is measured by the correlations of productivity and TFP growth, respectively. In both cases, R&D is associated with a significant decline in correlation. Specifically, the estimates of $\gamma$ are $-3.3$ for productivity and $-2.5$ for TFP growth, with $p$-values of two percent. This implies that the increase in R&D is associated with a decline of between 7.5 and 10 percentage points of the 10 and 25 percentage point decline observed in the sectoral correlation of TFP or productivity growth. These estimates are robust to replacing the time trend with year dummies.

Columns 2 and 8 of Table 2 replace R&D intensity with a sector's firm-level volatility as the explanatory variable. Consistent with the model, higher firm-level volatility in a sector is also associated with lower correlation of sectoral productivity and TFP growth with other sectors. This shows that the trends in firm and aggregate volatility are not simply a coincidence: A common component can account for an important part of both trends. This is not the case in current models of firm heterogeneity because the interactions between firms embedded in these models are not adequate: most of them are partial equilibrium models and treat firms as independent entities. Even though more recent versions of these models have incorporated general equilibrium interactions, they seem insufficient to generate the co-movement patterns that drive the diverging trends in volatility. In this sense, our model emphasizes a particular mechanism that introduces strong interactions between firms and that has aggregate implications for first and second moments of growth.

In principle, the estimated effect of R&D on sectoral correlation could be driven by omitted variable bias. For example, it could be argued that R&D intensity may be related to the sensitivity of sectors to aggregate shocks. However, to the extent that this sensitivity has not changed significantly over time, this effect should be captured by the sector fixed effect. One kind of aggregate shock that has been related to the decline in aggregate volatility is oil price shocks. To test if the omission of the sensitivity of the sector to oil prices is biasing our estimates of $\gamma$ towards significance, we run regression (32), controlling for the share of energy in the sector. Columns 3, 4, 9 and 10 show that including the share of energy in the control set has no effect on the estimates of the effect of R&D or firm volatility on sectoral correlation. Further, in

---

36 These results are robust to restricting the sample to private sectors, using other variables to measure firm volatility, using the median instead of the average to measure the firm volatility in the sector, using a measure of turnover in the sector as the independent variable instead of a measure of firm volatility and including a time trend or no trend at all instead of the year fixed effects.

37 For example, Bertola and Caballero (1999) and Gabaix (2005).
Table 3.
Data and model predictions for expected growth rate of productivity at the end of sample (E_{y,2000}), initial (V_{y,1950}) and final (V_{y,2000}) variance of labor productivity.

<table>
<thead>
<tr>
<th>Moment</th>
<th>Data</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>E_{y,2000}</td>
<td>0.02</td>
<td>0.017</td>
</tr>
<tr>
<td>V_{y,1950}</td>
<td>4*10^{-4}</td>
<td>2.56*10^{-4}</td>
</tr>
<tr>
<td>V_{y,2000}</td>
<td>1.44*10^{-4}</td>
<td>1.44*10^{-4}</td>
</tr>
<tr>
<td>Increment in V_{y}</td>
<td>-2.56*10^{-4}</td>
<td>-1.12*10^{-4}</td>
</tr>
</tbody>
</table>

columns 5, 6, 11 and 12, we show that these results hold when we restrict our sample to the sectors other than the energy sector.

Another explanation for the decline in aggregate volatility is proposed by Thesmar and Thoenig (2004). Building on Arrow (1971), they claim that financial innovation can lead to greater risk taking by firms, but also to fewer aggregate credit crunches. Their analysis implies that sectors that benefit more from financial innovation are going to experience larger declines in their correlation with the rest of the economy because of the lower exposure to credit crunches and binding collateral constraints (Bernanke et al., 1996). Lower exposure to financial stress will lead to lower aggregate volatility. Comin and Philippon (2005) empirically explore this hypothesis by including in regression (32) two additional controls that proxy for the degree of financial dependence in the sector: the amount of debt and equity issued in the sector, each divided by the total sales in the sector. In contrast to R&D, both measures of financial market dependence are positively associated with the correlation of sectoral growth (although this relationship is statistically insignificant).

Therefore, improvements in financial markets do not seem to be a major force decreasing aggregate volatility. More importantly for our purposes, the negative effect of R&D on the correlation of sectoral growth is not driven by the omission of measures of external financial dependence.

In summary, the existing theories proposed to explain the decline in aggregate volatility do not seem to be driving the negative relationship between R&D and the correlation of sectoral growth. This reinforces the view that, as suggested by our model, this relationship is causal.

3.6. Calibration

Section 3.3 showed econometric evidence in favor of the model’s mechanisms. In what follows, we use a calibration to assess the model’s quantitative ability to generate the observed evolutions of aggregate growth and volatility. The lack of independent information on the innovation parameters makes it difficult to conduct a standard calibration. However, the model’s ability to account for the evolution of growth and aggregate volatility can be assessed by assuming that the evolution of the correlation of sectoral growth and the market turnover rate are driven by the comparative statics described in Proposition 1. Note that this is a sensible assumption given the econometric results presented in Section 3.3. Using this assumption together with information on the growth rate of aggregate productivity and average variance of sectoral growth in 1950, Appendix 3 shows how we can infer the evolution of the arrival rates of R&D and GIs in 1950 and 2000 together with the parameters δ_{h} and δ_{h}^{1/N}. This is all that is needed to determine the model’s predictions for the growth rate of productivity in 2000, E_{y,2000}, and the variance of aggregate productivity growth in 1950 and 2000 (V_{y,1950}, V_{y,2000}). Table 3 shows the actual data as well as the model’s predictions for these moments.

This simple exercise illustrates two things. First, the model can account for the lack of a relation between R&D and productivity growth at the aggregate level. Despite the substantial increase in R&D expenses, the model predicts a small decline in expected productivity growth for the year 2000. Second, the mechanisms emphasized by the model can account for a significant fraction of the decline in aggregate volatility. The model underpredicts the initial level of aggregate volatility; however, this is not surprising given that the only type of aggregate disturbances are technology shocks, a scenario that is clearly unrealistic. The predicted decline in the variance of aggregate productivity growth, however, represents over 40 percent of the observed decline in aggregate volatility. This estimate must be taken with caution because of the identification assumption that the decline in the co-movement of sectoral growth is entirely driven by the decline in the development of general innovations. However, this assumption may not be far from the truth, given the important negative effects of R&D on sectoral correlation that are estimated above. Moreover, this rough estimate of the contribution of our endogenous technological change mechanisms to the decline in aggregate volatility is consistent with Stock and Watson (2003)’s conclusion: after considering the effects of a more active monetary policy and lower commodity price shocks, 50 percent of the decline in aggregate volatility must be due to less volatile technology shocks.

Philippon (2003) argues that an increase in competition in the goods market leads firms to adjust their prices faster, which reduces the impact of aggregate demand shocks. While intuitively appealing, Philippon (2003)’s is a within-sector explanation with no implication for the evolution of sectoral co-movement.

This calibration implies that about 90 percent of aggregate productivity growth was driven by general innovations in 1950. This fraction declined to 67 percent by 2000.
4. Conclusion

This paper has presented an explanation for why R&D and growth are uncorrelated within countries and sectors and across countries but are strongly correlated at the firm level. The key to this theory consists in modelling the development of general innovations, which differ from standard innovations in their limited appropriability and their generality. We have shown that there are interesting interactions between these two types of innovations. In particular, the Schumpeterian dynamics associated with R&D innovations reduce the leaders’ incentives to develop GIs. As a result, R&D subsidies lead to a negative co-movement in the development of these two types of innovations. This equilibrium result allows us to rationalize the varying relationship between R&D and growth at different aggregation levels.

This paper has also brought attention to the importance of second moments of the growth process to test growth models. The endogenous growth literature has ignored the model’s implications for the second moments of the growth process, as if their determinants were orthogonal to the first moments’ determinants. Comin and Philippon (2005) and this paper find, however, that there is a significant association between R&D investments and both firm and aggregate volatility. In particular, it has showed (i) that firm volatility and market turnover are positively associated with R&D; (ii) that R&D subsidies and aggregate volatility are negatively associated across countries, and (iii) that sectors with higher increases in R&D have also experienced greater declines in the correlation of their growth with the rest of the economy. These findings have interesting implications. First, they provide evidence of the connection between the first and second moments of the growth process. Second, they support the view that this connection operates mainly through the effect of R&D on the decline in the co-movement of growth across sectors. By no means does this imply that all of the decline in aggregate volatility (or increase in firm volatility) is driven by this common component associated with R&D. However, it does show that this component is an important piece of the puzzle.

Appendix A. Supplementary data

Supplementary data associated with this article can be found in the online version at 10.1016/j.jmoneco.2009.10.004.
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